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Abstract 


Considerable effort is associated with the development, validation and integration 
of ontologies. This paper suggests that an alternative, or possibly complementary 
approach, to engineering ontologies is to retrospectively and automatically 
discover them from existing data and knowledge sources in the organization and 
then to combine them if desired. The method offered assists in the identification 
of similar and different terms and includes strategies for developing a shared 
ontology. The approach uses a data analysis technique known as formal concept 
analysis to generate an ontology. The approach is particularly strong when used in 
conjunction with a rapid and incremental knowledge acquisition and 
representation technique, known as ripple-down rules. However, any data that can 
be converted into a crosstable (a binary decision table) can also use the approach. 
The ontological representation is not as rich as many others but we have found it 
useful for uncovering higher-level concepts and structure that were not explicit in 
the performance data. If richer models are required our approach may provide a 
quick way of developing a first draft and gaining initial ontological commitment. 


 
1. An Overview 
The alternative technique proposed for ontological engineering in this paper begins 
with rapid development of a performance system using Multiple Classification 
Ripple Down Rules (MCRDR) [14] followed by automatic generation of an ontology 
in the form of an abstraction hierarchy using Formal Concept Analysis (FCA) [45, 
46]. MCRDR incrementally and rapidly acquires and validates the knowledge on a 
case-by-case basis. Cases are used to motivate and validate the knowledge acquired. 
Figure 1 shows the process involved. MCRDR use cases found naturally in a domain 
to assist the user with classification of those cases and development of rules to cover 
the cases. The technique is very simple. Classification of cases and rule development 
are part of the same task. An expert runs an inference on a case using the current 
knowledge in the knowledge base (KB). If the expert agrees with the system 
assigned conclusion they review another case. If they disagree they assign the correct 
conclusion, which may involve adding that conclusion to the set of valid conclusions. 
Next the expert picks some features in the case, which provide a justification of the 
new conclusion and form the rule conditions. The rules are then automatically 
translated into crosstable format. FCA uses the crosstable to generate higher-level 
concepts by taking intersections of shared rule conditions. The concepts are ordered 







using subsumption (≤) to generate a complete lattice. It is also feasible to use records 
in a database as the basis of the crosstable. Ideally a machine learning algorithm 
should be used on the dataset prior to translation to a crosstable to remove irrelevant 
attributes. This is not necessary when rules are used as input since the relevant 
features have been identified by the expert during knowledge acquisition. The 
ontology developed is based on validated knowledge, real examples and there is 
strong ontological commitment between the performance and explanation system. 
Let us examine reverse engineering, MCRDR and FCA in more detail. 
 
 
 
 


 


 


 


  


 
  


 


 


 
 
 
Figure 1: A process model for reverse engineering a domain ontology. MCRDR will classify 
cases and identify salient features before application of FCA. Alternatively, examples/cases 
can be used directly as input into the final phase. As KA in MCRDR is incremental and on a 
case-by-case basis the process is iterative. 
 
2. Reverse Engineering an Ontology 


Reverse engineering has been described as uncovering ‘secrets’ in the original 
artifact not apparent in the development of the product [26]. Unlike the majority of 
knowledge-based systems (KBS) approaches, the development of an MCRDR KBS 
does not require the user, typically the domain expert, to structure their knowledge, 
specify relationships between concepts or to provide abstract concepts. We can 
therefore view the retrospective discovery of an ontology from an MCRDR KB as 
reverse ontological engineering. As described above, in the MCRDR approach the 
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domain expert enters rules in response to reviewing system recommendations for 
cases. The conclusion and rule conditions (features in the case) become an exception 
rule to the rule which gave the misclassification. To assist the user and provide 
online validation, cases which prompt a rule to be added are stored in association 
with the new rule (these are known as cornerstone cases) and shown to the user when 
an exception rule needs to be added. The features selected to form the exception rule 
must distinguish between the current case and the cornerstone case(s) for the rule 
which misfired. See Figure 2 for an example of a partial MCRDR KB. The expert 
may also stop an existing rule and add a new rule at the first level if they do not 
agree with the features in the parent rule. In standard rule-based systems, validation 
of the entire knowledge base may be needed each time one rule is added [36]. From 
experience with over a dozen currently deployed systems and through 
experimentation we have found that the time to acquire and validate a rule in an 
MCRDR KB is constant at approximately one rule per minute. Most of that time is 
taken up with deciding on the preferred wording of the conclusion. The order of 
cases seen will affect the compactness and time to maturity of an RDR KB but does 
not noticeably impact inferencing time. When FCA is applied the KB is restructured 
using term subsumption and the order is even less of an issue. MCRDR have found 
commercial success in the domains of pathology report interpretation (LabWizard 
[19]) and help-desk applications [15]. Knowledge bases with over 7,000 rules have 
been developed in less than a month. Key features of MCRDR that have assisted 
easy knowledge acquisition are the use of: 


1. an exception structure for knowledge representation which provides local 
patching of the rules; and  


2. the use of cases to motivate, assist and validate the acquisition of new 
knowledge.  


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: A partial MCRDR for the domain of Igneous Rocks. Two levels of decision lists are 
shown. The children of true parents are evaluated against the case. The last true rule on each 
pathway is reported as the conclusion/s.  
 


Rule 0 
If 1=1 then 
No Conclusion 


Rule 1 
If grain_size= coarse & 
colour=l-green_white & 
quartz=saturated 
Then Adamelite 


Rule 2 
If olivine=never & 
colour=l-green_white & 
Then Dacite 


Rule 10 
If olivine=never 
Then Granodiorite 


Rule 12 
If grain_size = coarse  & 
quartz=oversaturated  & 
Feldspar=gt2_3orthoclase 
Then Granite 


Rule 14 
If pyroxene_size = poor  & 
grain_size = medium & 
quartz=oversaturated  
Then Granite 







Once we have the performance system we use FCA to uncover the structure and 
higher-level concepts. A concept in FCA is comprised of a set of objects and the set 
of attributes which are shared by those objects. In our usage of FCA we treat each 
rule as an object (identified by its rule number and conclusion code) and the rule 
conditions as the attributes [31]. In Figure 3 we have translated three of the rules in 
Figure 2 into a crosstable by picking up the rule conditions from all ancestors. We 
have selected the rules for the granite family of rocks, but we could have developed 
an ontology including all 6 rules in Figure 2 (or the whole KB). This representation 
is known as a formal context in FCA and is used to generate concepts. FCA works 
by finding intersections of rule conditions in different rule objects. These 
intersections represent higher-level concepts shared by the primitive concepts. The 
ability to show higher levels of abstraction than were originally specified means that 
the lattice does more than just restructure or re-represent the original low-level 
concepts. The terms, structure and coverage of the ontology will depend on the 
content of the rules (which are directly related to the content of the cases), or the 
content of the data records if mining from databases. Once the concepts have been 
generated they are ordered using term subsumption to produce a concept lattice. The 
concept lattice is visualized as a line diagram. The line diagram based on the formal 
context in Figure 3 is given in Figure 4. From Figure 4 we can identify what features 
these three types of granite share and what features distinguish them from one 
another. To find attributes that belong to a concept follow all ascending paths. 
Objects sharing an attribute are reached by descending paths. In the supremum (top 
concept) we can see that they share the features COLOUR is 
LIGHT_GREEN_WHITE and OLIVINE is NEVER. They are further distinguished 
from one another by other attributes. We can see that granodiorite %GR000 shares 
the attribute GRAIN_SIZE=COARSE with granite %GR001 but that they differ in 
their QUARTZ content, with granodiorite having QUARTZ=SATURATED and 
granite having QUARTZ=OVER-SATURATED. Granite is similar to microgranite 
%GR002 in the QUARTZ content but differs in GRAIN_SIZE which is MEDIUM. 
Granite also takes into account the FELDSPAR content and tbe rule for microgranite 
includes PYROXENE=POOR. The diagram raises the question of whether there a 
relationship between PYROXENE and FELDSPAR. If there is rules 12 and 14 may 
be considering the same features. 
 


Figure 3: A formal context for the rules 10-%GR000(Grandiorite), 12-%GR001(Granite) and 
2-%GR002(Microgranite) 
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Figure 4: The line diagram for the formal context in Figure 3 showing the relationship and 
structure between rules 10-%GR000(Grandiorite), 12-%GR001(Granite) and 14-
%GR002(Microgranite).  
 
Our ability to generate a concept lattice from rules is not restricted to tasks of 
classification or MCRDR KBs. Most RDR have been developed for classification 
tasks but they have also been applied to causal modeling, configuration, design, 
simulation and search control problems. The same knowledge acquisition and 
representation technique has been applied to these problems but the inference engine 
has been modified in some cases, generally requiring additional cycles and 
sometimes input from the user for conflict resolution between alternatives. However, 
the generation of an ontology from the rules is the same regardless of the type of 
domain or task. Work has also been done which looks at the generality of using FCA 
for creating concept lattices from any propositional knowledge representation that 
can be mapped into a crosstable, known as a formal context. The line diagram shown 
in Figure 5 uses rules from an animal knowledge base shipped with CLIPS 5.1.  The 
use of FCA to generate lattices from databases is well established and used in a 
number of large companies [43].  
 


 Figure 5: Finding the animals closest to man using CLIPS 5.1 Animal KBS. From the line 
diagram we can see that the monkey is separated the most from man and the gorilla and 


baboon are the most similar. 







3. To Engineer or Reverse Engineer 


The goals of retrospective discovery of an ontology are similar to the goals of 
ontological engineering and reverse engineering. Ontological engineering supports 
reuse and sharing of knowledge. Although we do not need the ontology for 
knowledge acquisition using MCRDR, we are interested in reusing the knowledge 
acquired for inferencing or consultation for alternative uses such as tutoring, 
modeling, explanation, critiquing and ‘what-if’ analysis. Since we go straight from 
data to rules without the development of an intermediate model we need to reverse 
engineer models.  


The notion of cost-saving using reverse engineering of knowledge bases may 
seem absurd if we view ontologies as a solution to the problem of acquiring 
knowledge. Ontologies are seen as a means of obtaining a wealth of structured, and 
hopefully already validated, knowledge that can be used in the development of KBs. 
Unfortunately, many of the difficulties associated with the KA bottleneck, such as 
the unwillingness or the inability of experts to articulate their knowledge, difficulty 
in understanding and formalizing the conceptual model of another person, the lack of 
agreement on terms and the unreliability and variability of models, also hamper 
ontology acquisition. We seem to have a chicken and egg problem. To address the 
ontology acquisition bottleneck, there is a strong focus on the sharing and reuse of 
ontologies. One approach is the development of libraries of reusable ontologies 
containing components which could be assembled together. However, integration of 
ontologies is itself seen “as a challenging task” [22, p.53]. This problem occurs due 
to the content, partitioning and structure of concepts and the variability in the 
knowledge representation used. An even bigger impediment to the reusable library of 
ontologies approach appears to be the interaction problem, which contests the notion 
that problem solving knowledge and domain knowledge are two distinct components 
of a KBS. These two types of knowledge are difficult to separate since the domain 
knowledge needed will be strongly affected by the type of problem and the method 
of inference [3]. None of these approaches are an easy or complete solution to the 
high cost of developing ontologies. Russ et. al. [33] offer a discussion of the 
tradeoffs between reusability and usability of ontologies and conclude that current 
tools do not provide a practical solution.  


Noy and Musen [23] offer two solutions to the problem of integration:  
1. merging multiple ontologies into one;  
2. aligning ontologies in a way that allows sharing and reuse of information 


between them. 
The latter can be assisted by adopting specific principles for the development of a 


core ontology [41]. Like any standard gaining acceptance amongst competing 
alternatives is difficult. 


The ability to generate a term-subsumption hierarchy using our approach could 
possibly be used as a framework for comparing and combining existing ontologies, 
or parts thereof, similar to the approach proposed by [44]. We have developed a 
framework based on MCRDR and FCA which allows multiple knowledge bases to 
be combined [30]. Describing a concept using an intensional and extensional 
definition assists in determining whether terms are being used in a similar way. For 
example, Figure 6 shows a line diagram which includes the rules for classifying the 







rock Diorite (coded as %DI000) from 5 different KB, identified as C1, C2, C3, C5 
and L3. While we don’t have space to explore all that can be learnt from this lattice, 
we draw attention to the different ways in which the feature grainsize is used. We 
can see that experts C3 and C1 consider the grainsize of Diorite to be coarse. C2 and 
L3 consider the grainsize to be medium. This difference in perception is made 
explicit in the lattice. A difference in terminology is shown in concept 6, where 
expert C5 considers the grainsize for Diorite to be coarsely-crystalline. This appears 
to match the view of experts C1 and C3. Another difference in terminology could be 
[Olivine=No] (concept 7 expert L3) and [Olivine=Never] (concept 8 expert C1). We 
reconcile similar terms by using a table for mapping synonyms, hypernyms and 
hyponyms. The use of mappings is a common (e.g. [9]) alternative approach to the 
use of core ontologies suggested above [41]. The framework we have developed 
includes conflict detection, negotiation and resolution strategies. We determine 
which resolution strategy to use based on a four-state model of comparison [34]. See 
[30] for details regarding the reconciliation framework. 


Another feature shown in Figure 6 is the ability to provide a case in support of a 
rule. This is particularly useful for conflict resolution. In the KA technique offered 
by standard FCA (that is FCA without MCRDR) the user is asked to offer a 
counterexample if they do not agree with the implications derived by the system. 
Coming up with such examples is often difficult. As can be seen in Figure 6, the case 
associated with concept number 8 has been popped up. This rule states that Expert 
C1 believes IF [Colour=Mesocratic], [Olivine=Never], [Quartz=Possibly], 
[Grain_Size=Coarse] THEN the rock is Diorite (%DI000). No other experts are in 
complete agreement with this expert. The ability to show the case gives the experts a 
concrete example to consider and saves the C1 expert from having to think up, find 
or recall an example.  


 
Figure 6: A line Diagram showing how different KB can be compared and how a case can 
be popped up to assist in reconciliation of conflict between multiple sources of expertise. 
 







Apart from savings in time and effort, automatic generation of an ontology from 
a rule-base reduces validation overheads as there is high fidelity between the two. 
We avoid the interaction problem by concentrating on contextualised domain 
knowledge. The ontological commitment made is directly related to the cases that 
have been seen. Also, the rules represent performance knowledge based on the 
visible and everyday behaviour of the domain expert (which is: see case, assign 
conclusion, select features to justify conclusion) and may be executed for validation 
with real cases. Rather than starting with models, which by their very nature are 
imperfect representations, we start with real cases for acquisition and validation of 
the rules.  


 
4. A Comparison to other Approaches 


Most approaches are founded on the basic assumptions that the cost of 
knowledge acquisition is higher than the cost of building the ontology and that KA 
will more easily follow once the ontology is available. While progress is being made 
on a number of fronts, the MCRDR/FCA approach challenges these assumptions and 
allows ontology building to follow knowledge acquisition in domains where cases 
and a domain expert exist.  


The current use of ontologies in the MCRDR/FCA approach is for the purpose of 
modelling domain knowledge. GenSim [16] shares this purpose however their main 
focus is on simulation and prediction of experimental results and GenSim is 
restricted to the domains of molecular biology and biochemistry. As previously 
mentioned, the motivation for adding FCA techniques into MCRDR was the desire 
to provide an environment that allowed knowledge to be reused in multiple ways for 
various activities and decision styles. Other similarly motivated work are Protégé 
[28] and the work on reusing the knowledge in MYCIN [4], however both 
approaches targeted a particular reuse activity such as automatic development of 
screens for KA or tutoring, respectively.  


A key difference between the ontology developed using FCA and a semantically 
organised ontology such as WordNet [21] is the use of term subsumption for concept 
structuring. While WordNet uses a hierarchy of superclasses and subclasses this 
hierarchy, known as synsets, is based upon the sense or meaning of the word. 
However, the FCA ontologies are not simply syntactical representations. FCA is 
focused at the concept level and provides the connection between the names and 
definitions at the representation level and the objects at the object level. FCA 
restructures the RDR knowledge based on the terms used, not based on the order of 
rules. When we describe a conclusion by its rule conditions we are describing the 
meaning of that conclusion. Most ontologies focus on the intensional description of a 
concept, but the philosophically based notion of a formal concept defined by its 
intension and extension in FCA adds meaning and assists in comparison of concepts.   


Another distinguishing feature between FCA and WordNet, or other lexically-
based ontologies, is that FCA does not develop one or more hierarchies which are 
broken up into nouns, verbs, adjectives, etc. The type of terms which appear in a 
concept lattice are directly dependent on the type of terms used in the formal context. 
The Generalized Upper Model (GUM) [1] provides a level of abstraction which is in 
between lexical knowledge and conceptual knowledge. It may be that some benefit 







can be achieved by including a lexically-based ontology into the FCA ontology so 
that semantically equivalent terms can be identified and possibly automatically 
reconciled. Unlike GUM, which has separate hierarchies for concepts and 
relationships, the FCA concept lattice combines concepts and relationships into the 
one structure. The combination seems to be more visually comprehensible. 


The use of taxonomies in the organization of ontologies is common [22]. The 
structure of these taxonomies varies with some approaches having one large 
taxonomy e.g. CYC [12], Sowa’s ontology [37], GUM, GenSim, and noun sysnets in 
WORDNET, or a number of smaller ontologies e.g. TOVE [11]. In some sense 
MCRDR/FCA offers both approaches. The user may choose to develop a concept 
lattice of the whole KB or a collection of KBs or many smaller lattices can be 
generated based on restricted contexts (or rules subsets). Due to the limitations of 
displaying and navigating around large graphs and computational complexity issues 
the latter approach is recommended and we thus offer various techniques for 
selecting rules/conclusions to include in a formal context. The FCA concept lattice is 
closest to the implicit taxonomy found in PLINIUS that is structured using the 
subsumption relation. The PLINIUS Project [42] does not use the hierarchical-
axiomatic approach used by most other projects for building ontologies. At a 
surface-level the construction of the PLINIUS ontology is similar to the FCA 
technique in that it begins with a set of atomic concepts. Elements of these sets are 
combined to define other concepts. PLINIUS uses rules in its construction kit for 
determining sub and superconcepts rather than term subsumption. PLINIUS is very 
domain specific and it is not known if it can be extended beyond the domain of 
chemistry. Although the FCA concept lattices tend to be domain specific this feature 
is due to the nature of the knowledge contained in the KBS. There is no particular 
restriction on the domain that they can describe. Two further significant differences 
are that the FCA concept lattice is automatically generated from the primitive 
concepts and is able to represent properties belonging to an object.  


In addition to containing a taxonomy of concepts, most ontologies include a set 
of meaningful properties and categories [22]. Some ontologies will allow explicit 
specification of axioms. This is not possible in an MCRDR KB. The absence of 
axioms in MCRDR and FCA reflects the strongly held view of knowledge applying 
within the context of a case or example. MCRDR is able to handle knowledge which 
goes beyond first-order logic but this knowledge is not always clearly displayed in 
the concept lattice. For example a default rule will appear in the top concept in the 
lattice but it is not labeled or otherwise identified as a default. Similarly, context is 
handled in MCRDR through its exception structure and the storage of cases which 
prompt new knowledge to be added. As shown in Figure 6, cases associated with a 
particular node on the lattice may be shown and the exception structure can be found 
in the lattice although it may not be as obvious as in the original MCRDR format 
(compare Figures 2 and 4).  


There are a number of ontological approaches such as [8, 40] that concurrently 
perform KA and develop the ontology. The Methontology [8] ontology-development 
process includes specification, acquisition and conceptualization of domain 
knowledge, integration with existing ontologies, evaluation and automatic 
implementation into Ontolingua. In such approaches, ontological engineering is not a 
prerequisite task to KA but a complementary task that can be used to assist and 







validate the knowledge being acquired. What makes MCRDR/FCA so unusual is that 
KA does not involve the specification of the user’s conceptual model and the 
ontology is truly automatic and can only be generated after KA has occurred. Similar 
to the approach offered by ROCHS, mentioned below, it may be desirable to 
integrate the MCRDR/FCA approach with another ontological approach to improve 
the systematic acquisition of knowledge or to speed up the growth of the KB. 
However, since MCRDR is fundamentally an incremental KA technique designed to 
deal with cases as they occur (and since the current approach results in rapid 
development anyway) such changes to the approach may be counterproductive. 


Ontologies are used in data mining by a number of approaches. In some 
approaches the output of data mining is an ontology. Omelayenko [24] has surveyed 
a number of approaches to learning ontologies. He divides the approaches broadly 
into two main categories depending on whether they involve machine-learning (ML) 
or manual construction. Omelayenko found, and we agree, that the combination of 
both techniques tended to offer the best results by combining the speed of machine 
learning with the accuracy of a human. Omelayanko also found that ML results in 
flat homogeneous structures often in propositional form. Flat structures do not 
support queries at multiple level. We have proposed [32] using FCA on rule bases 
(possibly output by other datamining techniques) to develop these multilevel rules.  


Others have used ontologies to guide the discovery of multi-level rules (e.g the 
ParkaDB approach [39]. In ParkaDB an ontology (in the form of a concept 
hierarchy) together with frequency counts are used to determine which concepts 
should be included in a rule. The ontology provides the background knowledge to 
guide the discovery process. A number of similar approaches that use concept 
taxonomies (e.g. [35]) have also been developed but these are based on traditional 
relational database technology and require transformation to a generalized table as 
part of the preprocessing which can result in over-generalisation. DeGraaf et al. [10] 
use a prespecified taxonomy to suggest interesting association rules, which they 
define as unexpected rules that do not fit with the taxonomy. Intuitively it is 
appealing but the approach obviously relies on the development of a complete and 
valid taxonomy. ParkDB does not require such preprocessing but supports dynamical 
generalization of data without over generalization. Our approach is different to all of 
these in that we do not use a concept hierarchy to develop rules. Instead we use rules 
to develop a concept hierarchy which may lead to higher level rules being 
uncovered. Thus we avoid the substantial effort required in first developing the 
hierarchies and the difficult task of validating them. Given any string or substring 
and using set intersection, term subsumption and lectical ordering we are able to find 
all combinations using that string. Some concepts will include attributes and/or 
objects at different levels of abstraction such as the objects mammal and dog will 
appear in individual and shared concepts. The combination of multi-level concepts 
allows us to perform queries at and across multiple levels.  


The connection between FCA and ontologies was first made in the work in Web 
Analysis and Visualisation Environment (WAVE) [17] which defines an “ontology 
as a specification of a concept lattice”. However, our application of FCA to rules 
bases is novel. Other MCRDR work using conceptual hierarchies includes: Ripple-
down rules Oriented Concept Hierarchy System (ROCHS) [20], Nested MCRDR 
(NRDR) [2] and the discovery of class relationships from MCRDR KBS [38]. 







 
5. Conclusion and Future Work 


RDR and MCRDR have been evaluated empirically [7] and experimentally [6]. 
Of greater concern to the approach described in this paper is the evaluation of the 
role and use of ontologies as part of the MCRDR approach. Some evaluation has 
been done concerning the value of the concept lattice for explanation, exploring and 
learning about a domain [29]. Part of this evaluation involved obtaining four 
different MCRDR KB from the fields of pathology, agriculture, geology and 
chemistry. The MCRDR rules were used to develop FCA lattices. The lattices were 
used by a beginner (level lower than novice) to answer questions and learn about the 
domain. The knowledge ‘learnt’ after about 1 hour of generating and browsing the 
lattices was written down and shown to domain experts who were asked to comment 
on the validity and value of what had been learnt. In the first 3 domains each expert 
found that the understanding gained was valid for that domain. Experts from the 
pathology and agricultural domains were impressed by the depth of understanding 
which the beginner appeared to have. In the geology and pathology case studies, 
where the beginner and expert were able to interact, the lattices provided a valuable 
communication channel for discussing key ideas and modifying hypotheses. The 
rules in the chemistry domain tended to have single conditions which resulted in few 
intersections between rules and uninteresting lattices so there was very little in terms 
of higher level concepts, structure or relationships to learn from that knowledge 
source. While such an experiment is not conclusive it does indicate that the 
ontologies represented in the concept lattice offers knowledge at a greater depth 
which extends beyond offering an alternative graphical view of the rules.  


The work by Predigger [25] which takes a many-valued context and derives 
concept graphs which show on the edges the nature of the relationships between the 
vertices would provide an even richer representation. Just as it is necessary in the 
MCRDR/FCA approach for a human to initially provide the label for any 
abstractions uncovered, the nature of the relationship, apart from the subsumes 
relation, would need to be supplied as this information is not automatically derivable 
from the KB. The work by Priss and Old [27] which extends FCA to Relational 
Concept Analysis (RCA) considers relationships other than subsumption will be 
investigated as a possible means of generating and displaying more kinds of 
relationships between concepts. As suggested in the Section 4, if the MCRDR/FCA 
approach were extended to allow the use of other ontologies such as WordNet it may 
be possible to automatically label the edges with the relationship type. Integration is 
not an easy task. Asking the user to supply relationship names could be more 
efficient and accurate. Another lesser problem is that the labeling of edges will 
decrease the number of concepts that can be shown before comprehensibility is lost. 
Increased expressibility in a representation always comes with a cost. 


It would be interesting to explore the ramifications of ontologies for MCRDR 
from a theoretical standpoint. Sowa’s ontology is philosophically motivated and 
seeks to address a number of theoretical issues concerning ontologies. The similarity 
between Sowa’s fundamental principles of ontology design as distinctions, 
combinations, and constraints [37] is embodied in the FCA set-theoretic approach 
and the use of difference lists, cornerstone case lists (which identify related cases) 







and rules in MCRDR. A key difference between the constraints used by Sowa and 
those found in MCRDR KB is that in Sowa’s ontology the ontology developer is 
responsible for identifying logical constraints. In MCRDR, the use of cases 
constrains what can be represented in the rules. 


As mentioned before, building an ontology from an RDR KB means that we are 
starting with validated knowledge. Validation of each rule extends beyond the 
cornerstone case. Each time a case is seen it is validated against the whole KB. If any 
case is deemed to be incorrect based on that rule, an exception rule is added. In our 
commercial version of MCRDR we record how many cases have visited a rule and 
been accepted. Selection of which rules to include in the generation of an ontology 
could be made on the basis of these statistics. A rule that has been visited by many 
cases can be seen to be more important and more reliable than one that has rarely 
been exercised or that has been frequently patched. 


There are many open issues in the field of ontological engineering. Until 
definitive answers are found, alternatives such as that offered by MCRDR/FCA 
deserve some consideration. The alternative offered is to rapidly acquire knowledge 
and use that knowledge to automatically reverse engineer an ontology. 
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